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1 SCOPE

The draft document defines some of the science requirements on the VDFS Pipeline Processing at Paranal, Garching and CASU (Cambridge) and on the VISTA Science Archive (VSA) at WFAU (Edinburgh). This document describes the software requirements of the software system for the VISTA IR Camera, and is one of the deliverables for the Preliminary Design Review (PDR) as defined in [RD5] and [RD6].

2 Introduction

The software requirements for a VISTA instrument project have already been stated in the “VISTA Instrument Software Requirements”, [AD1]. Here we define the user requirements for processing the output delivered to the scientists.

3 Requirements on the VISTA Pipeline Processing Centre

The VPPC will be responsible for processing raw data received for astronomical purposes (instrumental correction, dealing with dithering, overlaps, tiling etc etc, astrometric calibration, photometric calibration, coaddition, mosaicing) 

The VPPC will extract catalogs of object from the frames, and merge them into appropriate catalog products. 

1. Requirement: The VPPC will have use of suitable computer hardware, storage and operating systems for pipeline processing of science data and production of products for export to the VISTA Science Archive. 
Rationale: For routine pipeline processing and any special processing needed by particular science programs. 
Note: Occasionally for trouble shooting using data returned from Paranal (a copy of the Paranal pipeline should, inter alia, be available for this purpose).

3.1 Infrared Camera Data Pipeline

IR camera assumptions   The following working assumptions were used to specify the IR data processing steps. 

· 9 of 2048 x 2048 devices

· 16 bit readout = 76 Mbyte per exposure

· Maximum dead time for readout  2 sec (preferably  1 sec).

· 4 quadrant read - possibly more channels if readout rate is a problem; with these and following caveats  if operated in Non Destructive Read (NDR) mode readout every 1-2s;

· Read Reset Read (RRR) mode every 10-20s.

· Main observing using n-step "dither" sequences at each "pointing". Often a multiple "loop" sequence, m, using the same dither pointing sequence, is used to give longer exposure times

· Whatever number of near-IR devices and gap need  4 separate "pointings" to cover a contiguous area i.e. to make a contiguous "tile".

· All data frames have fully self-describing header keywords which include site monitoring information (weather, extinction, etc.)

If operated in NDR mode the Data Acquisition System (DAS) should coadd and reset-correct in situ and thereby reduce data rate by > 5 ( e.g. 10 reads but whereas raw data was INTEGER coadds will be in REAL*4); if operated in RRR mode the DAS should reset-correct in situ. Then in either case maximum data rate including overheads is 100 Gbyte/night. 

Suggested Steps 

1. Maintain, update and monitor dark frames at [TBD] frequency. Daytime activity only [?], includes long term archiving and ßhipping" of master dark frames to UK.

2. Measure on a regular [monthly] basis non-linearity of each device (may be different for each pixel/channel) and update linearity correction library functions as necessary. Occasional daytime activity, archive transform curves for each device.

3. Use above to monitor and update bad pixel masks.

4. Monitor reset-correction for leftover signatures e.g. quadrant readout often leaves pattern, and remove as necessary.

5. The first stage processing pipeline needs to: identify a dither/loop sequence; find appropriate dark frames to use with sequence; dark frame correct the dither/loop sequence frames; bad pixel mask the frames; combine suitably scaled dark frame-corrected dither/loopframes to make a "local" sky image which is ßaved" for flatfielding purposes; investigate possible combination of several of these "local" sky images to create both a better sky image (if sky is relatively stable) and form the basis for producing master flat field frames. 

Flatfield and Sky

6. Generate master flat fields from above or from combination of dome flats and sky flats (fringing may be a problem), compute gain corrections between different detectors.

7. Subtract a suitably scaled sky frame from each image of a dither sequence flatfield the result and apply gain corrections to put all detectors on the same zero-point. 

Coaddition

8. Optionally combine separate loops and dither sequences by stacking: eg. sort frames into pointings and devices and by loop; generate and use detected object lists to produce frame-to-frame transforms; transform frames prior to stacking; optimally combine dithers and loops for single sequence; maintain and update product confidence map including effects of unequal exposure, bad pixel masks etc. Put < sky > back on. 

Astrometry

9. Generate World Coordinate System information and update headers for each detector stack from previous step by: generating object lists from stacked sequence for each detector; matching to astrometric catalogues to generate WCS information; updating header info for each detector stack. 

Mosaic

10. Mosaic the dither sequences for each detector x4 "pointings" to form a contiguous mosaic tile, using WCS information to: predict detector stack pixel location on virtual mosaic image; correct for field distortion (eg. radial r3 terms); optimally combine the x4 "pointings" and detector stack images making use of confidence maps; apply gain corrections if needed; update header information; create output confidence map.

3.2 Catalogues

1. Requirement: Generate detailed general purpose detected object catalogues on output from optical and near-IR image science pipelines, including assorted flux measures, coordinate information, and simple image morphological descriptors. Record processing information in FITS headers. 

Astrometry

2. Requirement: Use catalogue to generate "final" accurate WCS information and update headers appropriately. Monitor and measure spatial distortions above and beyond expected geometric radial distortion. 

Classification

3. Requirement: Morphologically classify detected images into at least stellar, non-stellar and junk-like categories. 

Quality

4. Requirement: Use output of the previous 3 requirements to create detailed Data Quality Control (DQC) measures such as monitoring sky brightness, sky noise, image trailing, seeing etc. Feed this information plus header information directly into database. 
Note: These will supplement the QC0 and QC1 results obtained in initial Data Quality checking at Paranal. 

Photometry

5. Requirement: Photometrically calibrate. 
Note: High density faint systems of photometric standards do not exist, implying photometric standards (either primary or secondary) will need to be set up for the surveys and must be observed as part of the normal observing sequence (mainly during twilight and including extinction measures to fold in with the site monitoring equipment). These frames should be processed using the same pipeline as for the science data to allow final calibration of every object, including colour equations, extinction correction etc. 

Catalogues

6. Requirement: Merge data sets in different pass bands to form seamless magnitude/colour catalogues. Should include matches between objects not detected in all filters. 

Timeliness

7. Requirement: In times of continuous night time observing it shall be possible to complete pipeline processing of each batch of data before the succeeding batch is available for processing. 
Rationale: To keep up with the incoming data rate. 
Note: The size of a batch will be determined by the frequency with which data arrives in the UK (e.g. daily?/weekly?). 

Simulated Objects

8. Requirement: It shall be possible to re-run the pipelines on data with artificial objects inserted into the images; with a suitable flag added to the headers and propagated so as to avoid any risk of confusion. 
Rationale: To measure detection efficieny/completeness etc.

The VPPC will deliver the calibrated frames and the catalogs to the VISTA Science Archive (VSA) 

4 Requirements on the VISTA Science Archive

4.1 Archiving and Access

The VSA will receive the calibrated frames and the catalogs from the VPPC, and will be responsible for ensuring the products are readily obtainable by appropriately authorised persons. 

The VSA will be responsible for 

· archiving raw & processed data

· providing access to the archive and tools for exploring and using it.

1. Requirement: All processed image parameters and catalogue products including Data Quality Control information shall be placed in an [online] database in the UK. Images shall be archived. 
Rationale: So that interactive or batch querying operations can be made.

2. Requirement: The archive design shall allow access to particular sets of images (surveys) and/or catalogues to be restricted to particular authorised users, or sets of users. 
Rationale: To implement proprietary data access and rights policies agreed by the VISTA Executive Board.

APPENDICES

if any 

5 ACRONYMS & ABBREVIATIONS


AD
Applicable Document

BOB
Broker for Observation Blocks

BOSS
Base Observation Software Stub 

CASU
Cambridge Astronomical Survey Unit

CCD
Charge Coupled Device

DCS
Detector Control Software

ESO
European Southern Observatory

FITS
Flexible Image Transport System

HOWFS
High Order Wavefront Sensor

ICD
Interface Control Document

ICS
Instrument Control Software

IR
Infrared

IRACE
Infrared Array Control Electronics

LCU
Local Control Unit (normally a VME/VxWorks system)

LOWFS
Low Order Wavefront Sensor

OB
Observation Block

OS
Observation Software

P2PP
Phase II Proposal Preparation tool

RD
Reference Document

TBC
To Be Confirmed

TBD
To Be Decided

TCS
Telescope Control Software

VISTA
Visible and Infrared Survey Telescope for Astronomy

VLT
Very Large Telescope 

VPO  
VISTA Project Office

WFAU 
Wide Field Astronomy Unit (Edinburgh)

WFS
Wavefront Sensor
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