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Cosmological simulations - recap

• slides of last lecture on lecture website:

http://www.ast.cam.ac.uk/~puchwein/NumCosmo_lect_2016/ 

• power spectrum at z~1100 can be constrained from the CMB


• at high redshift perturbations grow in the linear regime ( ~D(a) )


➡ power spectrum at some early time (in the linear regime) 
can be computed


➡ from this the density and velocity perturbations at this 
time can be obtained (at e.g. z~100 with the Zel’dovich 
approximation)


➡ use them as initial conditions for a cosmological 
simulation
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CMB maps as usually shown (z=1100)
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The Universe today



image credit: NASA, ESAimage credit: NASA

cosmic structure formation due to:

- gravity (today’s lecture)
- hydrodynamics (next week) 
- radiative cooling & star formation 

(in 2 weeks)

The Universe today



Cosmological simulations - recap

• (ignoring baryonic physics) the dynamics is given by Newtonian 
gravity on an expanding background


• the main computational task is calculating the gravitational forces


• for N particles, need to calculate N(N-1) ~ N2 forces


➡ for large N computationally very expensive (e.g. 300 billion 
particles, highly efficient code ~20 flop/interaction, worlds fastest supercomputer -> 
2 years for single computation of forces for particles, need 1000s of timesteps)
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• using the definition of the density contrast � ⌘ �⇢
⇢̄ = �⇢c

⇢̄c
this can be

rewritten as

@�

@t
+ ~r · (~̇x) = 0 (6)

• the perturbations in the potential are then given by

~r2�� = 4⇡G⇢̄c�a
�1 (7)

• accelerations due to �̄ are already accounted for in the background expan-
sion (they correspond to the deceleration of the expansion during matter
domination)

• changes in the peculiar velocity are due to �� and due to “motion in the
Hubble flow”

• the latter e↵ect can be motivated for a force-free particle that is “moving
into the Hubble flow” by
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The N-body approach
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• What do we mean by simulation particles?


• Most of the mass in the Universe is in the form of dark matter


• e.g. weakly interacting massive particles (WIMPs) may 
have a mass of ~100 GeV/c2


➡ 1012 solar mass galaxy halo consists of 1067 dark 
matter particles


• can only afford to represent if by ~102 - 109 particles


• Does representing ~1060 dark matter particles by 1 simulation 
particle have unwanted side effects?



Relaxation time of an N-body system
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• time scale on which two body processes play a role in a N-body 
system

self-gravitating N-body system
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Relaxation time of an N-body system
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• particles encountered with impact parameter between b and        
b+db during one crossing


• individual encounters add incoherently
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Relaxation time of an N-body system
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• typical velocity   


• using this we get


and


• the two-body relaxation time is then


∆v⊥ =
1

m

∫

F⊥dt =

∫

Gm

x2 + b2

b
√
x2 + b2

dx

v
=

2Gm

bv
(1)

dn ≈
2πb db

πR2
N (2)

(∆v⊥)
2 =

∫
(

2Gm

bv

)2

dn =
8G2m2

R2v2
N

∫

db

b
=

8G2m2

R2v2
N ln

(

bmax

bmin

)

(3)

bmax ≈ R (4)

2Gm

bminv
≈ v → bmin ≈

2Gm

v2
(5)

v
2 ≈

GNm

R
(6)

1

∆v⊥ =
1

m

∫

F⊥dt =

∫

Gm

x2 + b2

b
√
x2 + b2

dx

v
=

2Gm

bv
(1)

dn ≈
2πb db

πR2
N (2)

(∆v⊥)
2 =

∫
(

2Gm

bv

)2

dn =
8G2m2

R2v2
N

∫

db

b
=

8G2m2

R2v2
N ln

(

bmax

bmin

)

(3)

bmax ≈ R (4)

2Gm

bminv
≈ v → bmin ≈

2Gm

v2
(5)

v
2 ≈

GNm

R
(6)

bmin ≈
2Gm

v2
≈

2R

N
(7)

1

(per crossing time)

∆v⊥ =
1

m

∫

F⊥dt =

∫

Gm

x2 + b2

b
√
x2 + b2

dx

v
=

2Gm

bv
(1)

dn ≈
2πb db

πR2
N (2)

(∆v⊥)
2 =

∫
(

2Gm

bv

)2

dn =
8G2m2

R2v2
N

∫

db

b
=

8G2m2

R2v2
N ln

(

bmax

bmin

)

(3)

bmax ≈ R (4)

2Gm

bminv
≈ v → bmin ≈

2Gm

v2
(5)

v
2 ≈

GNm

R
(6)

bmin ≈
2Gm

v2
≈

2R

N
(7)

(∆v⊥)
2 =

8G2m2

R2v2
N ln

(

bmax

bmin

)

=
8v2

N
ln

(

N

2

)

(8)

trelax ≈ tcross
v2

(∆v⊥)2
≈ tcross

N

8 ln
(

N

2

) (9)

1

∆v⊥ =
1

m

∫

F⊥dt =

∫

Gm

x2 + b2

b
√
x2 + b2

dx

v
=

2Gm

bv
(1)

dn ≈
2πb db

πR2
N (2)

(∆v⊥)
2 =

∫
(

2Gm

bv

)2

dn =
8G2m2

R2v2
N

∫

db

b
=

8G2m2

R2v2
N ln

(

bmax

bmin

)

(3)

bmax ≈ R (4)

2Gm

bminv
≈ v → bmin ≈

2Gm

v2
(5)

v
2 ≈

GNm

R
(6)

bmin ≈
2Gm

v2
≈

2R

N
(7)

(∆v⊥)
2 =

8G2m2

R2v2
N ln

(

bmax

bmin

)

=
8v2

N
ln

(

N

2

)

(8)

trelax ≈ tcross
v2

(∆v⊥)2
≈ tcross

N

8 ln
(

N

2

) (9)

1



Relaxation time of an N-body system (examples)
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N tcross trelax

star cluster 105 ~1/2 Myr ~1/2 Gyr

stars in galaxy 1011 ~0.01 / H0 ~5x106 / H0

dark matter in 
galaxy 1067 ~0.1 / H0 ~1063 / H0

galaxy in low-res 
simulation


(without softening)
1000 ~0.1 / H0 ~2 / H0

collisional

collisionless

collisionless

somewhat collisional
(but should be collisionless)



Gravitational softening
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dark matter in galaxies and galaxy 
clusters should be collisionless

but may become collisional in simulations 
with a Newtonian force law



bullet cluster

image credit: NASA



bullet cluster

Gas: collisional due to 
(magneto-)hydrodynamical forces

image credit: NASA

dark matter (only gravity): 
collisionless

dark matter (only gravity): 
collisionless



Gravitational softening
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• for collisionless systems we need to ensure: 

                       simulated time << relaxation time 

• prevent large angle scattering


• prevent formation of bound particle pairs


• want to integrate equations of motion with low-order scheme 
and reasonably large timesteps


➡ need to soften force law on small scales: 
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Choice of Gravitational softening
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• too small softening:


• system may become collisional


• time integration more expensive


• artificial heating


• too large softening:


• loss of spatial resolution in the simulations


• typical value in cosmological simulations:


• ~2% to 4% of the mean-interparticle distance (V/N)1/3



Size of cosmological simulations over time
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Cosmological N-body simulations have grown 
rapidly in size over the last three decades
 

"N" AS A FUNCTION OF TIME

Computers double their 
speed every 18 months 
(Moore's law)

N-body simulations 
have doubled their size 
every 16-17 months

Recently, growth has 
accelerated further.

1 month with direct 
summation

10 million years with
direct summation

9 billion years with
direct summation MXXL

• computers double 
speed every 18 months 
(Moore’s law)


• particle number in 
simulations doubles 
every 16-17 months


• only possible with 
algorithms that scale 
close to ~N (or N 
log(N))

image credit: V. Springel



Requirements for (competitive) N-body simulations
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• want large           to have high resolution (otherwise small 
objects are not resolved) and large volume (otherwise no 
representative volume and no rare objects like galaxy 
clusters, also the fundamental mode goes non-linear at low-z)


• need efficient self-gravity algorithms with scaling close to ~N 
(and not N2)


• need to be able to run it efficiently in parallel on 1000s of CPU 
cores


• should be memory and communication efficient


• should automatically adapt the size of the timestep to the 
relevant dynamical time

N



Overview of self-gravity algorithms
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• direct summation ~ N2 -> not competitive in cosmological 
runs


• particle-mesh codes


• tree codes


• tree particle-mesh codes (e.g. used in the GADGET code)


• multigrid relaxation (e.g. used in the RAMSES code)


• fast multipole codes, …

} rarely used alone nowadays



The particle-mesh (PM) method

• particle-mesh method


• Poisson’s equation in real space:


• Poisson’s equation in Fourier space:


• assign particle mass to grid (e.g. CIC)


• compute Fourier transform of density 
contrast (FFT ~ N log N)


• convert to Fourier transform of potential


• transform the potential back to real 
space


• compute gradient by finite differencing 
of the potential

or
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Analytic models of structure formation

Ewald Puchwein

May 6, 2013

1 Newtonian Perturbation Theory

• we will assume a spatially flat universe

ds2 = c2dt2 � a2(t)d~x2 (1)

where ~x is the comoving position

• the peculiar velocity, i.e. the physical velocity with respect to a comoving
observer, is defined by ~v = a(t)~̇x

• the continuity equation for the matter density, i.e. mass conservation, can
be written in comoving coordinates as ~x
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+ ~r · (⇢c~̇x) = 0 (2)

where ⇢c is the comoving mass density, ~r is the gradient with respect to
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background density and perturbations
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The particle-mesh (PM) method

• particle-mesh method


• Poisson’s equation in real space:


• Poisson’s equation in Fourier space:


• assign particle mass to grid (e.g. CIC)


• compute Fourier transform of density 
contrast (FFT ~ N log N)


• convert to Fourier transform of potential


• transform the potential back to real 
space


• compute gradient by finite differencing 
of the potential
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sion (they correspond to the deceleration of the expansion during matter
domination)

• changes in the peculiar velocity are due to �� and due to “motion in the
Hubble flow”

• the latter e↵ect can be motivated for a force-free particle that is “moving
into the Hubble flow” by

d~v = �Had~x (8)

where d~x = ~v
adt, thus

d~v = �H~vdt ) d~v

dt
= �H~v ) v / a�1 (9)

• note that this is also consistent with the de-Broglie wavelength � of a
(non-relativistic) particle being redshifted as v / ��1

• adding the acceleration due to potential fluctuations we get

d~v

dt
= �H~v �

~r��

a
(10)

for a free falling particle

• converting this to a time derivative of ~v at fixed comoving position we get

d~v

dt
=

@v

@t
+

1

a
(~v · ~r)~v = �H~v � 1

a
~r�� (11)

• for small perturbations the term quadratic in ~v can be dropped and we
get

@v

@t
= ȧ~̇x+ a~̈x = �Ha~̇x� 1

a
~r�� (12)

) ~̈x = �2H~̇x� 1

a2
~r�� (13)

2

Analytic models of structure formation

Ewald Puchwein

May 6, 2013

1 Newtonian Perturbation Theory

• we will assume a spatially flat universe

ds2 = c2dt2 � a2(t)d~x2 (1)

where ~x is the comoving position

• the peculiar velocity, i.e. the physical velocity with respect to a comoving
observer, is defined by ~v = a(t)~̇x

• the continuity equation for the matter density, i.e. mass conservation, can
be written in comoving coordinates as ~x

@⇢c
@t

+ ~r · (⇢c~̇x) = 0 (2)

where ⇢c is the comoving mass density, ~r is the gradient with respect to
comoving coordinates and @

@t the time derivative at a constant comoving
position

• Poisson’s equation in physical coordinates if given by

~r2
phys� = 4⇡G⇢ (3)

• or in comoving coordinates

a�2~r2� = 4⇡G⇢ca
�3 (4)

• decomposing the comoving density ⇢c = ⇢̄c + �⇢c into the average or
background density and perturbations

• for a small perturbation we can keep just the first order terms of Eq. (2)

(note that ~̇x = 0 for the background)

@�⇢c
@t

+ ~r · (⇢̄c~̇x) = 0 (5)

where the average comoving matter density ⇢̄c is constant in time

1

Pros: fast & simple

Cons: spatial resolution limited 
to grid resolution
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The tree method

• tree algorithm:


• group distant particles together 
and use their multipole expansion


• only ~log(N) force terms per 
particle

Tree algorithms

Oct-tree in two dimensions

level 0

level 1

level 2

level 3

Idea: Use hierarchical multipole expansion 
to account for distant particle groups

r

s

center-of-mass

origin

and obtain:

the dipole term vanishes 
when summed over all 
particles in the group

We expand:

for 

for force exerted by distant 
particles use coarse node

and compute force 
based on sub-nodes

for force exerted by 
nearby particles “open” 

node

original image: Springel 
et al. 2001
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nearby particles “open” 

node
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or individual particles 

Pros: gives higher resolution 
in high density regions

Cons: less efficient than PM 
on large scales



The Tree-PM method

• Tree-PM algorithm (used e.g. in Gadget):


• combine tree and PM methods to get the advantages of both


• split forces in long range & short range part in Fourier space

long range forces short range forces
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8 ln
(
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1

solve with particle-
mesh method

in real space (assuming large Ngrid) 

solve with tree code
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φshort = −G
∑

i

mi

ri
erfc

(

ri
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)
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(∇2δφ)i,j,k = 4πGδρi,j,k (13)

(∇2δφ)i,j,k =
δφi+1,j,k + δφi−1,j,k + δφi,j+1,k + δφi,j−1,k + δφi,j,k+1 + δφi,j,k−1 − 6δφi,j,k

h2

(14)

fi,j,k ≡ (∇2δφ)i,j,k − 4πGδρi,j,k (15)

δφ(n+1)
i,j,k = δφ(n)

i,j,k −
fi,j,k
∂fi,j,k

∂(δφi,j,k)

(16)

xn+1 = xn + vn∆t (17)

vn+1 = vn + an∆t (18)

1
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Pros: fast, high resolution,
N log(N) scaling

∆v⊥ =
1

m

∫

F⊥dt =

∫

Gm

x2 + b2
b

√
x2 + b2

dx

v
=

2Gm

bv
(1)

dn ≈
2πb db

πR2
N (2)

(∆v⊥)
2 =

∫
(

2Gm

bv

)2

dn =
8G2m2

R2v2
N

∫

db

b
=

8G2m2

R2v2
N ln

(

bmax

bmin

)

(3)

bmax ≈ R (4)

2Gm

bminv
≈ v → bmin ≈

2Gm

v2
(5)

v2 ≈
GNm

R
(6)

bmin ≈
2Gm

v2
≈

2R

N
(7)

(∆v⊥)
2 =

8G2m2

R2v2
N ln

(

bmax

bmin

)

=
8v2

N
ln

(

N

2

)

(8)

trelax ≈ tcross
v2

(∆v⊥)2
≈ tcross

N

8 ln
(

N
2

) (9)

δφlong
k

= δφk exp(−k2r2s ) (10)

δφshort
k = δφk(1− exp(−k2r2s )) (11)

φshort = −G
∑

i

mi

ri
erfc

(

ri
2rs

)

(12)

(∇2δφ)i,j,k = 4πGδρi,j,k (13)

(∇2δφ)i,j,k =
δφi+1,j,k + δφi−1,j,k + δφi,j+1,k + δφi,j−1,k + δφi,j,k+1 + δφi,j,k−1 − 6δφi,j,k

h2

(14)

fi,j,k ≡ (∇2δφ)i,j,k − 4πGδρi,j,k (15)

δφ(n+1)
i,j,k = δφ(n)

i,j,k −
fi,j,k
∂fi,j,k

∂(δφi,j,k)

(16)

xn+1 = xn + vn∆t (17)

vn+1 = vn + an∆t (18)

1



∆v⊥ =
1

m

∫

F⊥dt =

∫

Gm

x2 + b2
b

√
x2 + b2

dx

v
=

2Gm

bv
(1)

dn ≈
2πb db

πR2
N (2)

(∆v⊥)
2 =

∫
(

2Gm

bv

)2

dn =
8G2m2

R2v2
N

∫

db

b
=

8G2m2

R2v2
N ln

(

bmax

bmin

)

(3)

bmax ≈ R (4)

2Gm

bminv
≈ v → bmin ≈

2Gm

v2
(5)

v2 ≈
GNm

R
(6)

bmin ≈
2Gm

v2
≈

2R

N
(7)

(∆v⊥)
2 =

8G2m2

R2v2
N ln

(

bmax

bmin

)

=
8v2

N
ln

(

N

2

)

(8)

trelax ≈ tcross
v2

(∆v⊥)2
≈ tcross

N

8 ln
(

N
2

) (9)

δφlong
k

= δφk exp(−k
2r2s ) (10)

δφshort
k = δφk(1− exp(−k

2r2s )) (11)

φshort
k = −G

∑

i

mi

ri
erfc

(

ri
2rs

)

(12)

(∇2δφ)i,j,k = 4πGδρi,j,k (13)

(∇2δφ)i,j,k =
δφi+1,j,k + δφi−1,j,k + δφi,j+1,k + δφi,j−1,k + δφi,j,k+1 + δφi,j,k−1 − 6δφi,j,k

h2

(14)

1

The multigrid relaxation method
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seven point stencil for Laplace operator

h
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• multigrid relaxation method 

(used e.g. in Ramses):


• discretize Poisson eq. on grid:


• 7-point stencil for Laplace operator:


• solve equation iteratively using Newton’s method at each grid 
point
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• multigrid relaxation method (continued):


• perform iterations in red-black sweep:


• each iteration couples only neighbouring grid points:


➡ it takes many iterations for the solution to “propagate” over 
a large grid


• better use multigrid acceleration:


• recovers large scale structure of solution on coarse grid


• and small scale structure on fine grid


➡ much faster convergence (~N scaling)

The multigrid relaxation method
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fine grid

coarse grid

V-cycle



• multigrid relaxation method (continued):
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• multigrid relaxation method (continued):


• so far constant spatial resolution


• possible to increase resolution using adaptive mesh 
refinement 

The multigrid relaxation method

source: http://www.deus-consortium.org/a-propos/cosmological-models/run/

http://www.deus-consortium.org/a-propos/cosmological-models/run/
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• multigrid relaxation method (continued):


• so far constant spatial resolution


• possible to increase resolution using adaptive mesh 
refinement 

The multigrid relaxation method

source: http://www.deus-consortium.org/a-propos/cosmological-models/run/

Pros: fast (~N), does not assume linearity 
(-> works also for modified gravity models)

Caveats: need to make sure refinement is done 
“early” enough

http://www.deus-consortium.org/a-propos/cosmological-models/run/


Time integration

Ewald Puchwein Numerical Galaxy Formation and Cosmology - Lecture 2 20/01/2016

• How to do the time integration?


• simplest way - Euler integration:


• leap-frog (used in many codes):


• adaptive timesteps:    shortest dynamical timescale changes over

	 time -> code should adapt to it, e.g. 


• individual timesteps:   dynamical timescale depends on 

	 	 	 	 	 	 	 environment (large in low density regions, 	
	 	 	 	 	 	 	 small in halo centers)
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• How to do the time integration?


• simplest way - Euler integration:
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• adaptive timesteps:    shortest dynamical timescale changes over
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modern codes often use a leapfrog scheme 
with individual and adaptive time steps



Parallel programming
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• shared memory:

• each CPU can directly access 

the whole memory

• communication between tasks 

via the memory

• just need to ensure that different 

tasks do not write to the same 
memory at the same time


• e.g. using POSIX threads or 
OpenMP library

CPU

RAM

CPU CPU

RAMRAMRAM

OpenMP examples:

#pragma omp parallel for
for (int i=0; i<100000; i++) a[i] = i*i;

#pragma omp atomic
        count = count+1;



Parallel programming
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• distributed memory:

• each CPU can directly access only 

the local memory (on the same node)

• communication by explicit 

commands

• usually using the MPI library

CPU

RAM

CPU CPU

RAMRAM

MPI example:

MPI_Send(void* data, int count, MPI_Datatype datatype, int destination,
         int tag, MPI_Comm communicator)

MPI_Recv(void* data, int count, MPI_Datatype datatype, int source,
         int tag, MPI_Comm communicator, MPI_Status* status)
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• distributed memory:

• each CPU can directly access only 

the local memory (on the same node)

• communication by explicit 

commands

• usually using the MPI library

CPU

RAM

CPU CPU

RAMRAM

MPI example:

MPI_Send(void* data, int count, MPI_Datatype datatype, int destination,
         int tag, MPI_Comm communicator)

MPI_Recv(void* data, int count, MPI_Datatype datatype, int source,
         int tag, MPI_Comm communicator, MPI_Status* status)most cosmological simulation codes are 

MPI parallel or hybrid MPI/OpenMP
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The domain decomposition distributes particles onto different processors

image credit: V. Springel

image credit: HPCS, University of Cambridge



Domain Decomposition
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• need to distribute the work to the tasks (each running on one 
CPU core)


• each task should get the same amount of work for a timestep 
so that they all finish at about the same time


• done based on the computational costs of previous 
timesteps


• memory usage of all tasks should be similar


➡ domain decomposition algorithm tries to balance: gravity 
work, memory (similar particle number), hydro work





credit: V. Springel



credit: V. Springel



Some N-body simulation results

dark matter halo 
density profiles

Navarro et al. 1997
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1. Introduction

It is twenty-five years since the discovery that galaxies are surrounded by extended massive

halos of dark matter. A variety of observational probes – disk rotation curves, stellar kinematics,

gas rings, motions of globular clusters, planetary nebulae and satellite galaxies, hot gaseous

atmospheres, gravitational lensing effects – are now making it possible to map halo mass

distributions in some detail. These distributions are intimately linked to the nature of the dark

matter, to the way halos formed, and to the cosmological context of halo formation.

Insight into these links came first from analytic studies. Building on the early work of Gunn &

Gott (1972), similarity solutions were obtained by Fillmore & Goldreich (1984) and Bertschinger

(1985) for the self-similar collapse of spherical perturbations in an Einstein-de Sitter universe.

Such solutions necessarily resemble power laws in the virialized regions. Hoffman & Shaham (1985)

and Hoffman (1988) extended this analysis by considering open universes, and by modeling as

scale-free spherical perturbations the objects which form by hierarchical clustering from power-law

initial density perturbation spectra (P (k) ∝ kn). They argued that isothermal structure (ρ ∝ r−2)

should be expected in an Einstein-de Sitter universe if n ≤ −2, and that steeper profiles should be

expected for larger n and in open universes.

Despite the schematic nature of these arguments, their general predictions were verified as

numerical data became available from N -body simulations of hierarchical cosmologies. Power-law

fits to halo density profiles in a variety of simulations all showed a clear steepening as n increases

or the density of the universe decreases (Frenk et al. 1985, 1988; Quinn et al. 1986; Efstathiou et

al. 1988; Zurek, Quinn & Salmon 1988; Warren et al. 1992; Crone, Evrard & Richstone 1994).

An apparent exception was the work of West et al. (1987), who found that galaxy cluster density

profiles show no clear dependence on n.

Significant departures from power-law behaviour were first reported by Frenk et al. (1988),

who noted that halo profiles in cold dark matter (CDM) simulations steepen progressively with

increasing radius. Efstathiou et al. (1988) found similar departures – at odds with the analytic

predictions – in their simulations of scale-free hierarchical clustering. They also noted that these

departures were most obvious in their best resolved halos. Similar effects were noted by Dubinski

& Carlberg (1991) in a high resolution simulation of a galaxy-sized CDM halo. These authors

found their halo to be well described by a density profile with a gently changing logarithmic slope,

specifically that proposed by Hernquist (1990).

In earlier papers of this series we used high-resolution simulations to study the formation

of CDM halos with masses spanning about four orders of magnitude, ranging from dwarf galaxy

halos to those of rich galaxy clusters (Navarro, Frenk & White 1995, 1996). This work showed

that the equilibrium density profiles of CDM halos of all masses can be accurately fit over two

decades in radius by the simple formula,

ρ(r)

ρcrit
=

δc

(r/rs)(1 + r/rs)2
, (1)

the NFW profile:

– 22 –

Fig. 2.— Density profiles of one of the most and one of the least massive halos in each series. In

each panel the low-mass system is represented by the leftmost curve. In the SCDM and CDMΛ

models radii are given in kpc (scale at the top) and densities are in units of 1010M⊙/kpc3. In all

other panels units are arbitrary. The density parameter, Ω0, and the value of the spectral index, n

is given in each panel. Solid lines are fits to the density profiles using eq. (1). The arrows indicate

the value of the gravitational softening. The virial radius of each system is in all cases two orders

of magnitude larger than the gravitational softening.
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Figure 4. Matter power spectra measured directly in the MXXL,
MS, and MS-II top panel). The black line shows the power spec-
trum used to generate the initial conditions, linearly evolved to
z = 0. The dashed lines show the Poisson power level of each
simulation, which becomes significant only at the smallest scales.
The Poisson power has been subtracted from the measured power
spectra in this figure. In the bottom panel, we show the ratio of
the measured power spectra to the actual realisation of the linear
theory used to generate the initial conditions of each simulation.
This procedure reduces sampling noise due to the finite number of
modes at small wavenumber. The arrows mark the gravitational
resolution limits (2π/softening length) of the three simulations.

that large haloes do not form a homogeneous population.
In fact, they display considerable variety in structure and
environment. We illustrate this in Fig. 3 by showing the
fifteen most massive clusters in the MXXL at z = 0.25,
selected according to M200. Among this group there is con-
siderable diversity in shape, concentration and the amount
of substructure, despite all the objects having very similar
virial mass. This already suggests that careful modelling of
mass estimators will be needed to compare numerical simu-
lations with observed massive clusters at high redshift. Small
changes in the estimated mass of an object can dramatically
change the predicted probability of its existence within any
given cosmological model.

The diversity of massive clusters may also have impor-
tant consequences for other observational studies. Matched
filters are often applied to data in order to maximise the
signal-to-noise ratio of, for instance, weak lensing or tSZ de-
tections (e.g. Schneider 1996; Melin et al. 2006; Rozo et al.
2011). Such filters use a model for the spatial distribution of
the signal as prior information (e.g. in the form of density
or pressure profiles) but in many cases (and in particular for
the most massive objects) the structure of individual clus-
ters will not conform to these assumptions. For instance the
top left halo in Fig. 3, which is the most massive cluster
in the MXXL at z = 0.25, does not have a clear centre.
In such cases, the signal may be seriously misestimated by

a matched filter, potentially biasing cosmological inferences
from the measurement.

In Fig. 4, we show power spectra of the mass density
field at the present epoch. The results are a combination
of two measurements. Large-scale modes were computed us-
ing a global 92163 mesh, whereas the mean amplitude of
smaller modes was calculated by folding the density field
64 times along each direction and projecting it onto a new
92163 mesh (Jenkins et al. 1998). This method effectively
reaches the same spatial resolution as a 589, 8243 mesh. For
comparison, we also show results for the MS and MS-II sim-
ulations. Clearly, only the MXXL simulation probes scales
significantly beyond the turnover in the power spectrum.
The MXXL is also the only one among the three runs that
provides good sampling of the baryonic acoustic oscillations
(BAO). We note that at low redshift these features already
show clear signs of being affected by nonlinear evolution (e.g.
Angulo et al. 2008), making the MXXL particularly valu-
able for studying systematic effects in large-scale galaxy sur-
veys aiming at precise measurements of the BAO features.
Throughout the nonlinear regime, the power spectra of the
three Millennium simulations show excellent agreement up
to the scales where the spatial resolution limits of each run
kick in, manifested as a reduction in power relative to higher
resolution simulations.

2.3 Surrogate observables

Using the DM distribution and halo catalogues described
in the previous section we have created surrogate observ-
ables that mimic the four main techniques used observa-
tionally to discover and characterise large clusters: optical
galaxy counts, gravitational lensing, X-ray emission, and the
Sunyaev-Zel’dovich signal imprinted on the microwave back-
ground radiation.

Rather than attempting to follow the baryonic physics
directly in the simulation, we have constructed simple prox-
ies for these observables, based directly on the dark mat-
ter distribution. This necessarily schematic approach avoids
the uncertainties of any specific implementation of baryonic
processes such as star and black hole formation and the as-
sociated feedback, while allowing us to take advantage of
the characteristics of the MXXL, namely its combination of
very large volume and relatively high mass resolution. Our
approach can easily be updated as a better understanding
of the relation between the dark matter structure of galaxy
clusters and any particular observable is achieved. Our main
goal in this paper is not to produce accurate a priori pre-
dictions for the observables, but to look for surrogates that
correctly rank the expected signal strengths and represent
the scatter and the correlations between observables in a
realistic way. We can then study the diversity of clusters
and quantify the extent to which different methods select
different cluster populations.

We focus our analysis on redshift z = 0.25 because
the most massive halo in the observable Universe should
be roughly at that redshift (Holz & Perlmutter 2010). This
redshift also corresponds to the median redshift of galax-
ies in the photometric catalogue of the Sloan Digital Sky
Survey (SDSS York et al. 2000), which provides one of the
largest samples of optically detected clusters – the MaxBCG
catalogue of Koester et al. (2007b), which has been widely

non-linear matter 
power spectrum

Angulo et al. 2012
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Figure 2. The differential Friends-of-Friends (FOF) halo mass
function (top panel) of the MXXL (blue), MS (red) and MS-II
(green). The MXXL provides vastly superior sampling of the mas-
sive end, where the abundance of objects drops exponentially as a
function of mass. Combined, the three simulations cover about 8
decades in halo mass. The vertical lines mark the halo resolution
limits (20 particles) of the three simulations. For comparison, we
also display a fit to the mass function of all self-bound subhaloes
in the three Millennium simulations (dashed). The bottom panel
gives the ratio of the three mass functions to an analytic fitting
formula given in the text. We see that the simulations agree ac-
curately with each other for intermediate masses, but also that
different methods for identifying structures disagree significantly
in the expected number density of objects of given mass, espe-
cially at the high-mass end.

have a value of M200
2 larger than that of the Milky-Way’s

halo (M200 = 2 × 1012 M⊙) and 464 have a value in excess
of that of the Coma galaxy cluster (M200 = 2 × 1015 M⊙).
In Fig. 2, we show the differential halo mass function (FoF
masses for a linking length b = 0.2) at the present epoch,
which is a robust way of describing the abundance of non-
linear objects as a function of mass (Davis et al. 1985). The
most massive halo at z = 0 has MFoF = 8.98×1015 M⊙. Such
extreme objects are so rare that they can only be found in
volumes as large as that of the MXXL. We compare the
MXXL results with similar measurements from the MS and
MS-II simulations. For masses where the three simulations
have good statistics and are away from their resolution lim-
its, the agreement is at the few percent level. The results
from all three simulations are well described by

M
dn
dM

= ρ0
d ln σ−1

dM
f(σ(M)), (1)

2 We define the conventional virial mass of a halo M200 as the
mass within a sphere centred on the potential minimum which
has mean density 200 times the critical value.

Figure 3. Projected dark matter density for the 15 most mas-
sive MXXL haloes (according to M200 at z = 0.25. Each image
corresponds to a region of dimensions 6 × 3.7h−1Mpc wide and
20h−1Mpc deep. Note the large variation in shape and internal
structure among these clusters. In particular, the most massive
cluster, shown in the top left corner, has no clear centre but rather
displays several distinct density peaks of similar amplitude.

where ρ0 is the mean mass density of the universe, σ(M) is
the variance of the linear density field within a top-hat filter
containing mass M , and f(σ) is the fitting function

f(σ(M)) = 0.201 ×

[

2.08
σ(M)

]1.7

exp

[

−1.172
σ2(M)

]

. (2)

The residuals from this analytic halo mass function, dis-
played in the bottom panel of Fig. 2, show that it de-
scribes the numerical results accurately (to better than 5%
over most of the mass range) over eight orders of magni-
tude in halo mass, extending the accuracy of previous mod-
els to larger and to smaller scales (e.g. Jenkins et al. 2001;
Warren et al. 2006; Tinker et al. 2008). In Fig. 2 the dashed
lines show a fit of this same analytic form to the mass func-
tion of all self-bound subhaloes (as identified by SUBFIND)
in the MXXL, MS and MS-II simulations. These curves cor-
respond to the fit

f(σ(M)) = 0.265 ×

[

1.675
σ(M)

]1.9

exp

[

−1.4
σ2(M)

]

. (3)

The difference between the two fits illustrates how the mass
function of objects depends on the way they are defined.
This is especially important at the high-mass end. For ex-
ample, the expected abundance of haloes with M ∼ 1015 M⊙

changes by a factor of ∼ 2 when FoF haloes and self-bound
subhaloes are compared.

The difficulty in unambiguously defining haloes and
their associated mass is in part a consequence of the fact

halo mass function

Angulo et al. 2012
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• “The cosmological simulation code GADGET-2”, V. Springel, 
2005, MNRAS, 364, 1105, arXiv:astro-ph/0505010


• “Simulation techniques for cosmological simulations”, K. Dolag et 
al. 2008, arXiv:0801.1023


• MPI tutorial: www.zib.de/zibdoc/mpikurs/mpi-course.pdf


• Next lecture:

• Hydrodynamic simulations (on a grid)
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